Chapitre 2 — Serveur DS1 : installation du service DNS.

Sommaire :

2.6) Avant l’installation du service.

‘| ﬂ D51 [En fonction] - Cracle VM VirtualBox

Fichier Machine Ecran Entrée Périphériques  Aide

Jetc/hosts
localhost
wUpery. local

localhost ip6-localhost ipe-loophack
:1 ipg-allnodes

ff0z::2 ip6-allrouters

16 étape : Sans la présence de DNS, nous pouvons renseigner la communication entre
I’adresse IP et le nom de la machine DS1 dans le fichier ci-dessus.




2.8) Installation du paquetage BIND.

rootal systemc bind9

oot @l

16 étape : Aprés avoir installé le paquetage BIND, nous démarrons le service DNS bind.

151 tc/bhind
I} 1: R name L

root@nsl: 0 Name nf . optior amed.conf.options
root@nsl: cp named.conf.local named.conf.local.s
o 1:

2°me étape : Nous sauvegardons par la suite ces trois fichiers afin de se mettre a I'abris de
toute mauvaise manipulation.

1 enabled)

Jany. 11 D
lines 1,21 (END

3°me étape : Nous vérifions I’état du service bind.



olvconf

Jour.

ont util

olvconf-pull-

voonf-pull-res

4°me étape : Nous installons par la suite les deux paquets recommandés dnsutils et
resolvconf lors de I'installation de bind9.

2.9) Zone de recherche direct et zone de recherche inversée.

ane g, ]

1¢r¢ étape : Nous ajoutons dans ce fichier les noms de zones et les fichiers de zone que vont
contenir les enregistrements.



2.10) Construction des fichiers de zone.

GHJ nano 5.4 Svarscachesbind/sdb. slo-exupery. local | |

1 Fichier pour la résolution directe

“upery. local. root.sio-exupery. local. f

1w
1d
duy
1o )
@ TH M5 C . local.
D51 IM A . 5«
DL IM A& 1 .1
HoE IWM A 192.1658.4.2

1¢r¢ étape : Nous créons le fichier ci-dessus pour la zone de recherche direct dans lequel
nous saisissons les enregistrements correspondant a nos machines.

GH nano 5.4 Avarscachesbindsrev.sio-e=upery. local i
iFichier pour la résolution inverse
sio-exupery.local. root.sio-exupery.local. §

1ul
1d

g

1w )
@ IMN W& DS
254 TN PTR
1 IW PTRL
2 IN PTRLUDZ

2éme étape : Cette fois-ci nous créons un fichier pour la résolution inverse dans lequel nous
saisissons les enregistrements de type PTR (contraire aux enregistrements de type A), ils
nous permettent de résoudre une adresse IP et nom d’hote.



root@Ebsl: ‘hgrp bind
oot : chmoc
root@ap

tntal

—ru-ru-r-- 1 root hind
-ru-ruw-r-- 1 bind B1nd
—ru—ru—tr—— 1 hind hind 1045
-ruw-ru-r-- 1 root bind

3°me étape : Nous attribuons nos deux fichiers créer au groupe bind.

root@nsl: 1= -1d swarscachesbind
: 5 5 janw. 17:31 Avarscachesbind

4°me étape : Nous vérifions I"appartenance du répertoire au méme groupe.

2.11) Démarrage et tests du service.

GHJ nana 5.4 Setcs/hosts
27000, ldomain localhost
J. local D51

1¢re étape : Pour commencer nous modifions le fichier ci-dessus afin qu’il ne contienne que
la référence a la boucle locale et le nom FQDN du serveur.



oot @

oot ans

2éme étape : Nous désactivons les deux interfaces enp0s3 et enp0s8.

GHU nano 5.d Jetcsnetworks interfaces

zource Jetcsnetworksinterfaces.ds

auto 1o
iface lo inet loophack

3°me étape : Nous modifions ensuite le fichier ci-dessus afin qu’il contienne dns-search, dns-
domain et dns-nameservers.



rootADSL: ifup enpd

root@nsl: ifup enpl

4°me étape : Une fois la manipulations effectuer nous pouvons réactiver les deux interfaces.

root@Ensl: at setc’resoly.conf
# Dynamic resoly.c (51 file for g
" : v L
#1270
# run

MAMF S

5°me étape : Nous vérifions ensuite que le fichier ici présent indique bien I’adresse IP du
serveur DNS ainsi que la zone de recherche DNS.

o-exupery. local

-2 .iN: loaded ZHF Z

lo-exupery. local

6°m étape : Nous effectuons un premier test avec Iutilitaire de vérification named-
checkconf qui vérifie le fichier. Puis une seconde fois sur nos deux fichiers zones.



7¢me étape : Depuis une autre console, en nous connectant en tant que root nous langons
cette commande permettant de voir ent emps réel le fichier de logs général.

emctl r art bhind39

nll

8°me étape : En revevant sur la premiére console nous relancons le service bind9.



ﬂ D51 [En fonction] - Oracle VM VirtualBox

Fichier Machine Ecran Entrée

1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1
12 1

9°me étape : De retour sur la deuxiéme console nous obersvons la sortie des messages de
logs pour le service bind9. Nous apercevons que le service a effectivement redémarrer.



2.12) Outils de test de résolution de noms.

-1 | grep -i dnsutils
ils 1 N L] amdag Clients provided with

itional ps

16 étape : Nous vérifions la présence sur notre systéme de paquetage dnsutils installé aprés
bind.

root@nsi: hiost DS

—-exupery. local

2éme étape : Nous saisissons cette commande qui est donc un outil de vérification installé
avec le paquetage dnsutils.



DOITIOMAL: O

ey, local. root ery, local.

ADDITIOMAL: O

CTION:
Llocal.

ery.local.

3¢me étape : Cette commande permet d’afficher différentes questions au service DNS ainsi
gue les possibles réponses conforméments aux enregistrements figurant dans les fichiers de
configuration.(C'est une requéte DNS)



pery. local

UD1.zio-exupery. local

4°éme étape : Cette-fois nous intérrogons et diagnosticons le serveur DNS.

-Debian
+cmd

iy, local.

5¢me étape : Méme commande mais en ajoutant SOA.



254

BE.4. 254753

oy . local

6°m étape : Nslookup permet également I'interrogation du serveur DNS.

Foot@nsl: dig www. dunod.com

P-Dehian ww . cunod . com

: NMOERROR, id: &
1, O, ADDITIOMAL:

1dehfoaf 52 7ahtabe3ethE0 (ennd)

i3 QUESTIOW SEC :
s, dunod. conm. \ oy

13 AMSHER SECTION:
. dunod . com. 10B00 \ A G1.144.190, 143

7¢me étape : Cette fois-ci nouvelle utilisation de la commande dig mais sur le nom de
domaine dunod.



Mon-authoritative s
. eni.fr
[ i

8°me étape : Requéte DNS avec I'outil nslookup sur le nom de domaine eni.

fram |_.'i
from UD1.sio

9éme étape : Nous vérifions pour finir la résolution DNS en effectuant un ping de la machine
DS1, UD1 ainsi que le domaine ac-nice.

Les trois pings fonctionnent, tout est fonctionnel.



2.13) S’appuyer sur un DNS externe : la redirection

GHU nano 5.4 Jetcsbindsnamed. conf .default-zones

1¢r¢ étape : Nous commentons les lignes de ce fichier afin que le serveur DS1 ne puisse plus
les importuner.

GNU nano 5.4 fetcsbindsnamed. cont.options
varscachesbind';
iz a firewall between Jou and nan s you want

need to fix
> http: /s .

. and insert the addre eplacing

listen-on-va §{ anuy;

2°me étape : Dans ce fichier nous allon décommenter I'instruction forwarders et modifier la
section de ce fichier.



GMU nano 5.4 Jetcsbindsnamed. conf . options
ptions §
directory "svarscachesbind'';

e follow
Fol

3¢me étape : \Voici le fichier une fois modifier.

t hind3

4°me étape : Nous relancons le service DNS.



Foot@pnsl: dig www.ac-nice.fr

- . ac-nice. fr

- opcode: QUERY, status: MOFRROR __id: dd4871
d ra; OQUERY: 1, AN it 2, AUTHORITY: 0, ADDITIOMAL: 1

;3 OPT PSEUDOSECTION:
: EONS io i

fa03dabbza7f2e9che |
IN A
AWEWER SECTIOM:
ice.fr. 19636 CHAME alphacdn.net.
Jpc.alphacdn.net. 1749 Ih A ' .161

1404 msec
92.168.4.25¢

5¢me étape : Nous testons une nouvelle fois la commande dig sur le domaine ac-nice.

2.14) Test a partir du client Ubuntu.

NU_nano 4.8

o1

1¢r¢ étape : Nous démarrons la machine Ubuntu et vérifions le nom de 'ordinateur dans le
fichier ici présent.



GNU nano 4.8 | Jetc/hosts |

N N I | localhost

192.168.4.1 UD1l.silo-exupery.local UD1

2¢éme étape : Nous modifions I’association IP-nom FQDN dans ce fichier.

root@uDl:~# cd fetc/netplan

root@ubl: /etc/netplan# 1s

®1-network-manager-all.yaml

root@uDl: fetc/netplan# sudo nano @1-network-manager-all.yaml

3°me étape : Nous allons configurer les paramétres IP ainsi que les adresses du serveur DNS
en modifiant le fichier ci-dessous.

GMNU nano 4.8 A@1-network-manager-all.

network:
version: 2
renderer: networkd
ethernets:
enpOs3:

dhcp4: no

dhcp6: no

addresses: [192.168.4.1/24]
datewavd: 192.168.4.254

nameservers:
search: [sic-exupery.local]
addresses: [192.168.4.254]

4°me étape : Dans ce fichier nous avons donc effectuer toutes les configurations.



root@uDl: fetc/netplan# sudo netplan apply

root@uDl: fetc/netplan#

5°me étape : En une seule commande nous générons le fichier et redémarrons le service.

=% ip a
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group defau
1t glen 1860
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid_1ft forever preferred_1ft forever
ineté ::1/128 scope host
valid 1ft forever preferred 1ft forever
2: enp®s3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gqdisc fq_codel state UP g
roup default qlen 18600
link/ether 08:00:27:9c:f9:3c brd ff:ff:ff:ff:ff:ff
inet 192.168.4.1/24 brd 192.168.4.255 scope global enp@s3
valid 1ft forever preferred 1ft forever
inet6 feg8@::a00:27ff:fe9c:f93c/64 scope link
valid 1ft forever preferred_1ft forever

=5 iE r
default via 192.168.4.254 dev enp@s3 proto static
192.168.4.0/24 dev enp@s3 proto kernel scope link src 192.168.4.1

6°me étape : Nous vérifions ici la configuration réseau.



1§ cat fetc/resolv.conf
This file is managed by man:systemd-resolved(8). Do not edit.

This is a dynamic resolv.conf file for connecting local clients to the
internal DNS stub resolver of systemd-resolved. This file lists all
configured search domains.

Run "resolvectl status" to see details about the uplink DNS servers
currently in use.

Third party programs must not access this file directly, but only through the
symlink at /etc/resolv.conf. To manage man:resolv.conf(5) in a different way,
replace this symlink by a static file or a different symlink.

See man:systemd-resolved.service(8) for details about the supported modes of
operation for fetc/resolv.conf.

#
#
#
#
¥
#
#
#
#
#
#
#
¥
#
#

nameserver 127.0.0.53
options edns® trust-ad
search sio-exupery.local

7¢me étape : Ici on remaque que le fichier ne mentionne pas I'adresse du serveur DNS DS1.

:~5 1s -1 ketc}regnlv.conf
LTrwxrwxrwx 1 root root 39 janv. 5 15:40 -> ../runfsystemd/res
olvefﬂtub—rssolv.conf

4 S 1ls -1
total 8
-rw-r--r-- 1 systemd-resolve systemd-resolve 615 janv. 26 12:13 resolv.conf
-rw-r--r-- 1 systemd-resolve systemd-resolve 742 janv. 26 12:13 stub-resolv.con
.F

8¢me étape : On observe que le fichier resolv.conf est un lien symbolique pointant sur le
fichier /run/systemd/resolve/stub-resolv.conf.



¥
#
¥
#
#
#
#
¥
#
¥
#

:~§ cat /frun/systemd/resolve/resolv.conf
This file 1s managed by man:systemd-resolved(8). Do not edit.

This is a dynamic resolv.conf file for connecting local clients directly to
all known uplink DNS servers. This file lists all configured search domains.

Third party programs must not access this file directly, but only through the
symlink at fetc/resolv.conf. To manage man:resolv.conf(5) in a different way,
replace this symlink by a static file or a different symlink.

See man:systemd-resolved.service(8) for details about the supported modes of
operation for fetc/resolv.conf.

nameserver 192.168.4.254
search sio-exupery.local

9éme étape : Nous affichons ce fichier pour vérifier I'adresse du serveur DNS.

-
rl
=
rl
=
rl
=
»
=
»
=
»

:~5 dig S0A sio-exupery.local

<<>> DiG 9.16.1-Ubuntu 0A sio-exupery.local

global options: +cmd

Got answer:

WARNING: .local is reserved for Multicast DNS

You are currently testing what happens when an mDNS query is leaked to DNS
->>HEADER<<- opcode: QUERY, status: NOERROR, id: 4443

flags: gqr rd ra; QUERY: 1, ANSWER: 1, AUTHORITY: @, ADDITIONAL: 1

OPT PSEUDOSECTIOM:
EDNS: version: @, flags:; udp: 65494
QUESTION SECTION:

;sio-exupery.local. IN

Ly
L)

ANSWER SECTION:

sio-exupery.local. 86400 IN SOA DS1.sio-exupery.local. root.sio
-exupery.local. 2022011201 604800 B6400 2419200 604800

Query time: 8 msec

SERVER: 127.0.0.53#53(127.0.08.53)
WHEN: mer. janv. 26 12:16:37 CET 2822
MSG SIZE rcvd: 91




:~% dig DS1.sio-exupery.local

<<>> DiG 9.16.1-Ubuntu <<>> DS1.sio-exupery.local
; global options: +cmd
;; Got answer:
;3 WARNING: .local is reserved for Multicast DNS
; You are currently testing what happens when an mDNS query is leaked to DNS
;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 60886
;; flags: qr rd ra; QUERY: 1, ANSWER: 1, AUTHORITY: ®, ADDITIONAL: 1

;3 OPT PSEUDOSECTIOM:

; EDNS: version: 0, flags:; udp: 65494
;3 QUESTION SECTION:
;DS1.sio-exupery.local. IN

;; ANSWER SECTION:
DS1.sio-exupery.local. 86400 IN . 192.168.4.254

;3 Query time: 4 msec

;; SERVER: 127.0.0.53#53(127.0.0.53)

;; WHEN: mer. janv. 26 12:17:87 CET 2822
; MSG SIZE rcvd: 66

:~S dig www.eni.fr

; <=<>> DiG 9.16.1-Ubuntu <<>> www.eni.fr
;3 global options: +cmd
Got answer:
-=>HEADER<<- opcode: QUERY, status: NOERROR, id: 39910
flags: qr rd ra; QUERY: 1, ANSWER: 2, AUTHORITY: ®, ADDITIONAL: 1

:3 OPT PSEUDOSECTIOM:

; EDNS: version: @, flags:; udp: 65494
33 QUESTION SECTION:

www.eni.fr. IN

33 ANSWER SECTION:
www.enil.fr. IN CNAME ip200.eni.fr.
ip200.eni.fr. IN A 185.42.28.200

33 Query time: 628 msec
SERVER: 127.0.08.53#53(127.0.0.53)
WHEN: mer. janv. 26 12:17:30 CET 20822
MSG SIZE rcvd: 75

10°™e étape : Nous saisissons les commandes suivantes successivement.



:~5$ nslookup www.editions-eyrolles.com
Server: 127.0.0.53
Address: 127.8.0.53#53

Non-authoritative answer:
Mame: www.editions-eyrolles.com
Address: 213.244.11.249

11°me étape : Nous saisissons la commande nslookup sur le nom de domaine editions-
eyrolles.

:~5 ping -c 2 Ds1
PING DS1.sio-exupery.local (192.168.4.254) 56(84) bytes of data.
64 octets de DS1.sio-exupery.local (192.168.4.254) : icmp _seq=1 ttl=64 temps=0.
315 ms
64 octets de DS1.sioc-exupery.local (192.168.4.254) : icmp_seq=2 ttl=64 temps=0.
388 ms

--- statistiques ping DS1.sio-exupery.local ---
2 paquets transmis, 2 regus, 0 % paquets perdus, temps 1001 ms
rtt minfavg/max/mdev = ©.315/0.351/0.388/0.036 ms

12°me étape : Nous effectuons un ping sur DS1, celui-ci fonctionne correctement, et 'accés
internet également.















