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Chapitre 9 — Creéation d’un switch virtuel distribué (VDS)

vmware
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1. Création d’un vSphere Distributed Switch.

Nouveau Prét a terminer X
DStnbUtEd SW[tCh Werifiez vos sélections de
paraméetres avant de terminer
1 Nom et emplacement Fasmslant
MNom VDS_O
2 Sélectionner une version
Wersion 700

MNombre de liaisons

onrgurer |.’2-5 Fjara‘ne
3 e montantes
Active

. ; MNetwork /O Contro
4 Pret a terminer
% Suggestions de prochaines actions

Nouwveau groupe de ports disi

[ Ajouter et gérer des hotes

@ Ces actions seront disponibles dz
Actions du nouveau Distributed Swit

1lére étape : Création d’un commutateur distribué.

Menu »

vm vSphere Clie

ACTIONS W

82 &
v [ vcenter sic-exuperyloc..  Résume Surveiller Configurer
e S0 _Datacenter
- Fabricant WiMware, Inc.
Wersion ; 7.0.0

@ WM Network I
— |
|

Deétails du commutateur

2eme étape : Ce apparait bien dans SIO_Datacenter.




Renommer les liaisons montantes.

m 2 a8

Mise en miroir du port

Contréle de santé

2 & VDS_0O1 ACTIONS v
~ [ veenter sio-exuperylocal Résumé Surveiller Configurer Autorisations
~ SIC_Datacenter )
€ WM Network Paramétres v Propnetes
(8 vDS_01-DWUplinks-4002 Topolagie Nom
Fabricant
2 CE Version
VLAN privé MNombre de liaisons
montantes
MNetFlow

Network /O Control

Avancé
MTU

Mode de filtrage
multidiffusion

Allocation des ressources v

Trafic systeme ;
Protocole de découverte
Type

Opération

Pools de ressources réseau
Definitions des alarmes
Contact administrateur

Nom
Autres details

Hotes VM

VDS_01
VMware, Inc
700

4

Activé

1500 octets
Ecoute IGMP/MLD

Cisco Discovery Protocol
Ecouter

Reéseaux

MODIFIER..

Distributed Switch -

i r- . VDS_01
Modifier les parametres

General Avance Liaisons montantes

AJOUTER

1. Mgmt SUPPRIMER

[ %)

VMMNetOl SUPPRIMER

[}

viMotion SUPPRIMER

LFTI

SUPPRIMER

leére étape : Nous renommons les liaisons montantes de notre commutateur.




3. Création des groupes de ports distribués.

Nouveau groupe
de ports distribués

1 Nom et emplacement

Prét a terminer e

Passez les modifications en revue

avant de continuer.

oupe de dvPortGroup_Mamt
ibués

2 Configurer les paramétr.. port Liaison statigue
e ports 8

3 Prét a terminer =~
de port Elastique
SSOUrCEs (par défaut)
M

Nouveau groupe Prét a terminer X

de ports distribués

1 Nom et emplacement

2 Configurer les paramétr_

3 Prét a terminer

Passez les modifications en revue

avant de continuer.

Ipe de DPortGroup_WMMNetOl
les

art Liaison statigue

10rts 8

s port Elastique

Farh = i -+ ) 'Y
JUrCes (par defaut)




Nouveau groupe Prét a terminer X
de DDrtS dlStrlbUéS Passez les maodifications en revue

avant de continuer.

1 Nom et emplacement

upe de DPortGroup_vMotion
Hes
2 Configurer les paramétr.. ort Liaison statigue
ports 8
e port Elastigue
50Urces (par défaut)
Nouveau groupe Prét a terminer X
de DDI’TS dlStrlbUéS Passez les modifications en revue

avant de continuer.

1 Nom et emplacement

groupe de DPortGroup_FT
stribues

2 Cor‘lfigu"er les paramét"... e port Ligison statique
de ports 8

3 Prét a terminer L
n de port Elastique
ressolurces (par défaut)
AN --

lére étape :

Nous créons depuis le commutateur distribué les groupes de ports distribués.




vm vSphere Clie

B 2 8 ¢

e G voenter sic-exuperyloc. .
w SIC_Datacenter
£ WM Network

¥avoso

2eme étape : Nous pouvons désormais observer nos groupes de ports distribués sur le
commutateur.




4. Affectation des liaisons montantes aux groupes de ports

distribueés.

dvPortGroup_Mgmt - Modifier les parametres

Général

Avancé Equilibrage de la charge Route basee sur le port virtuel d'origine v
WVLAN Détection de panne réseau Etat de lien seulement ~

Securite Motifier les commutateurs Owi ~

Association et basculement Restauration automatique Oui ~

Formation du trafic

Surveillance Ordre de basculement @

Divers T
Liaisons montantes actives
Mgmt
Liaisons montantes en veille
Liaisons montantes inutilisées
VMNet
vMotion

DPortGroup_VMNetO1 - Modifier les parametres

Général

Avancé Equilibrage de la charge Route basée sur le port virtuel d'origine ~
VLAN Détection de panne réseau Etat de lien seulement ~

Sécurité Motifier les commutateurs Oui ~

Association et basculement Restauration automatique Oui ~

Formation du trafic

Surveillance Ordre de basculement @

Divers "
Liaisons montantes actives
Liaisons montantes en veille
Liaisons montantes inutilisées
Mgmt
[ vMotion
FT




DPortGroup_vMotion - Modifier les parameétres

Général

Avancé Equilibrage de la charge Route basée sur le port virtuel d'origine ~
VLAN Détection de panne réseau Etat de lien seulement ~

Sécurité Notifier les commutateurs Oui ~

Association et basculement Restauration automatique Oui ~

Formation du trafic

Surveillance Ordre de basculement @

Divers *
Liaisons montantes actives
vMotion
Liaisons montantes en veille
Liaisons montantes inutilisées
Mgmt
ViMNetO1

DPortGroup_FT - Modifier les parametres

Général

) Avancé ) Equilibrage de la charge Route basee sur le port virtuel d'origine ~
VLAN Détection de panne réseau Etat de lien seulement ~
Sécurité Motifier les commutateurs Oui ~

Association et basculement Restauration automatique Oui ~

Formation du trafic

Surveillance Ordre de basculement @

Divers i‘ 3
Liaisons montantes actives
FT
Liaisons montantes en veille
Liaisons montantes inutilisées
Mgmit

VMNet01

lére étape : Nous affectons les liaisons montantes a chacun des groupes de ports distribués
correspondant.




Mise en miroir du port

Contréle de santé
Allocation des ressources v

Trafic systeme

Pools de ressources réseau

Definitions des alarmes

o VDS 01 ACTIONS v
Résumeé Surveiller Configurer Autorisations Ports Hotes VM Réseaux
Paramétres 4 Filtres favoris Topologie Lite ACTIONS DE FILTRAGE ~
Propriétés
Topologie
LACP DPortGroup_FT .- v VDS_01-DVUplinks-4002 e
WLAMN privé ID de WLAN - -- [ZIFT (0 Adaptateurs de carte rése.
MetFlow Machines virtuelles (0) I Mgmt (O Adaptateurs de carter...
W et tateurs de t
i (0 (K G (25 [ I VMNetO1 (0 Adaptateurs de car
r =] vMot (0 A ytat le carte..
Contréle de santé DPortGroup_VMNetO1 b Fviotion (0 Acaptateurs A= carte
) ID de VLAN : -
Allocation des ressources v
Machines virtuelles (0)
Trafic systeme
Pools de ressources reseau DPortGroup_vMotion e
Définitions des alarmes ID de VLAN - — —
Machines virtuelles (0)
dvPortGroup_Mgmt e
ID de VLAN : - —
Machines virtuelles (0)
= VDS_01 ACTIONS v
Résumé Surveiller Configurer Autorisations Ports Hotes WM Réseaux
Paramétres N Filtres favoris Topologie Lite ACTIONS DE FILTRAGE ~
Proprigtés
Topologie
LACP DPortGroup_FT wes v VDS_01-DVUplinks-4002 aee
WVLAN privé ID de WVLAN © - [EIFT (0 Adaptateurs de carte rése
NetFlow Machines virtuelles (0) | T Mgmt (0 Adaptateurs de carter_..

DPortGroup_VMNet01
ID de VLAN : —

Machines virtuelles (0}

I WMMNet01 (0 Adaptateurs de cart.

T vMotion (0 Adaptateurs de carte

DPortGroup_vMotion
ID de VLAN : —

Machines virtuelles (0}

dvPortGroup_Mgmt
ID de VLAN : —

Machines virtuelles (O)

2éme étape : Nous constatons que les modifications ont été effectuées.




5. Ajout des hotes, des cartes physiques ainsi que des vimkernels

au VDS.

't gérer des hotes

Sélectionner des hotes

. Sélectionnez les hotes 4 ajouter & ce Distributed Switch.

R...

= Mouveaux hites...

Hdate T Etat de I'hote

E (Mouveau) esxialslo-exuperyloca Connecté

lere étape : Nous ajoutons un hote sur le commutateur distribué, celui-ci sera ’ESXiAl.

't gerer des hotes

Gérer les adaptateurs physigues
Ajoutez ou supprimez des adaptateurs reseau physiques dans ce Distributed Sy

a & Attribuer une liaison montante 3 Désaffecter I'adaptateur ) Afficher le

Héte/Adaptateurs réseau physigues Utillise par commutate..| Liaison mont
4 esxialsio-exuperylocal
4 5ur ce commutateur
vmnicO (Attribuég) vSwitchO Mgt
vmnic3 (Attribug) -- WMMNetol
vmnicd (Attribug) -- vMotion
vmnich (Attribug) -- FT

4 Sur d'autres commutateurs/non r..
vminic vSwitchi -

VIMinic2 vSwitchi -

2eme étape : Nous attribuons les 4 adaptateurs physiques de I’ESXI sur les 6 qu’il posséde a une
liaison montante.




't gerer des hotes

Gérer les adaptateurs VMkernel

Gérez et attribuez des adaptateurs réseau VMkernel a Distributed Switch.

1.
' Attribuer un groupe de ports @ Réinitialiser les modifications () Affiche

Hate/Adaptateurs réseau WMkernel Utilise par com.. Groupe de ports s¢
4 ‘Q gsxialsio-exuperylocal
4 Sur ce commutateur
vmkO (Reattribus(s) vSwitchO Management Met
4 Sur d'autres commutateurs/non r..
vkl vSwitchi IP_ISCSI

vmk2 wswitchl IP_ISCSI2

3eme étape : Nous attribuons le Vmkernel vimkO au groupe de port distribués Mgmt vers le
Distributed Switch.

Prét & terminer
Vérifiez vos sélections de paramétres avant de terminer 'assistant.

Nombre d'hétes gérés

Hétes & ajouter 1
I Nombre d'adaptateurs réseau pour mise & niveau
Adaptateurs physigques 4
Adaptateurs VMkernel 1
réattribugs
Adaptateurs de 1

machine virtuelle

4éme étape : Nous visualisons le récapitulatif de la création d’un hote.




6. Veérification du déploiement de la configuration sur PESXil.

vm vSphere Client Menu W

esxial.sio-exupery.local ACTIONS v

v [ veenter sio-exuperyloc.., Reésume Surveiller Configurer Autorisations VM Pools de ressources Bangues de données Réseaux

buted Swi

Nom T ~ Type

~ Profil de p ~ VM ~ Hotes ~  VC ~
DPortGroup_FT Groupe de ports distribués o 1 [ veenter.
DPortGroup_VMNetO1 Groupe de ports distribués 1 1 [ veenter.
DPortGroup_vMotion Groupe de ports tribués ] G veenter.
dvPortGroup_Mgmt Groupe de ports distribugs 1] 0 veenter..
E VDS_01-DVUplinks-4002 Groupe de ports de llalson montants 0 G veenter...
VM Network Réseau standard o 3 [ veenter...

vm vSphere Client Menu

[1ea]

esxial.sio-exupery.local ACTIONS

~ [ veenter sio-exuperyloc Résumé Surveiller Configurer Autorisations VM Pools de ressources Banques de données Réseaux
~ [ SIO_Datacenter

~ Version ~ Version de NIOC ~ Version de LACP ~ vC

VDS_01 700 Network 1/0 Control ver 3 LACP étendu G veente

@ MDEBN | b5 & & @ | actonsv

~ [ veenter sio-exuperyloc Résume Surveiller Configurer Autorisations Banques de données Ressaux Snapshots Mises & jour

~ SIO_Datacenter
BASCULER VERS 'OUVELLE VUE

D UTILISATION DU CPU

SE invité Other 4.x
Compatibilité - VmHardw

re HWVersion long vmx-18
. version : 10358 (Actuel) OHz

VMware Tools ©  Inac

Hors tension
PLUS D'INFOS E UTILISATION DE LA K
Nom DNS debian Q0

Adresses IP :

Héte : esxial.sio-exupery.loca HTILISATION DU STOCKAGE
A 16 Go
LANCER REMOTE consoLE @ -
Matériel VM ~ Remarques ~
Madifier les notes
Obijets associés ~
Héte [& esxial.sio-exuperylocal Attributs personnalisés ~
Réseaux DPortGroup_VMNeto1 Artribut Valeur
Stockage & Lum

= Luns




vm vSphere Client

[ =] € [A esxial.sio-exupery.local ACTIONS v
~ [5G veenter sio-exuperyloc Résume Surveiller Configurer Autorisations WM Pools de ressources Banques de données Réseaux
~ SI0_Datacenter - ;
v Stockage - Commutateurs virtuels AJOUTER UNE MISE EN RESEAU.. ACTUALISER
Ej DEBN Adaptateurs de stockage ¢ Distributed Switch : VDS_01 GERER ADAPTATEURS PHYSIQUES
> E esxia2.sio-exuper... Périphériques de stockage
> |j esxia3 sic-exuper Configuration du cache de I
Points de terminaison de pr DPortGroup_VMNet01 e ~ VDS_01-DVUplinks-4002
Filtres d'E/S ID de VLAN : — d » EIFT (1 Adaptateurs de carte rése..
» Machines virtuelles (1) i > O Mamt (1 Adaptateurs de carte ré
Mise en réseau e — a » EVMNet01 (1 Adaptateurs de cart

A AL
A urs VMkernel ID de VLAN - —
Adaptateurs physiques > Ports VMkernel (1)
Configuration TCP/IP Machines virtuelles (0)

Machines virtuelles ~

Démarrage/Arrét de la VM

1ére étape : Vérification du déploiement de la configuration sur ’ESXiA1.

7. Ajout des deux autres hotes au VDS.

't gerer des hotes

Sélectionner des hites
. Sélectionnez les hotes 3 ajouter & ce Distributed Switch.
y

== MNouveaux hites...

| Hate T Etat de I'hote
___ (Mouveau) esxla2.slo-exupery.local Connects

|j (Mouveau) esxlal.slo-exupery.local Connects




Gérer les adaptateurs physigues

Ajoutez ou supprimez des adaptateurs réseau physiques dans ce Distributed Sy

&y Attribuer une liaison montante 3 Désaffecter 'adaptateur i Afficher le
Hate/Adaptateurs réseau physigues Utilise par commutate..| Liaison mont
4 gsxiad sio-exuperylocal

4 5Sur ce commutateur

vmnicQ (Attribug) vawitchO Mgmt
vminic3 (Attribué) -- ViMNeto1
vmnicd (Attribué) -- vidotion
vminich (Attribug) -- FT

4 Sur d'autres commutateurs/non r..
VIminic vSwitchi --
VImnic2 vSwitchl -

4 gsxiad. sio-exuperylocal

Gérer les adaptateurs physigues
Ajoutez ou supprimez des adaptateurs réseau physiques dans ce Distributed S

'@ Attribuer une liaison montante 3 Désaffecter 'adaptateur i Afficher I
Héte/Adaptateurs réseau physigues Utilise par commutate_.| Liaison mon
¥ ezxia sio-exuperylocal
4 ezxiad sio-exuperylocal

4 5Ur ce commutateur

wmnic O {Attribug) vSwitchO Mogmt
vminic3 (Attribué) -- WMMetol
vminicd (Attribué) -- vMation
vmnich {Attribué) -- FT

4 5Sur d'autres commutateurs/non r..
vmnicl vSwitchl --

vminic2 wSwitch --




VDS_01- Ajouter et gerer des hotes

+ 1Sélectionner la tache Gérer les adaptateurs VMkernel

+ 2 Sélectionner des hotes Gérez et attribuez des adaptateurs réseau VMkernel & Distributed Switch.

+ 3 Gérer les adaptateurs ph...

" Attribuer un groupe de ports % Réinitialiser les modifications @) Afficher les paramétres
4 Gérer les adaptateurs V...

5 Migrer la mise en réseau ... Héte/Adaptateurs réseau VMkernel Utilisé par com.. Groupe de ports sou..| Groupe de ports d..
6 Prét a terminer Pl ‘Q esxia2 sio-exuperylocal
4 Sur ce commutateur
vk (Réattribug(s)) vSwitchO Management Met. dvPortGroup_Mag..
4 Sur d'autres commutateurs/non ..
vmk1 vSwitchl IP_ISCH Me pas migrer
vmk2 vSwitchl IP_ISCSI2 Me pas migrer
4 ‘Q esxiad sio-exuperylocal
4 Sur ce commutateur
vmkO (Reattribug(s)) vSwitchO Management Net.. dvPortGroup_Mg...
4 Sur d'autres commutateurs/non r...

vkl vSwitchl IP_ISCEN Me pas migrer

IP_ISCSI2 Me pas migrer

CANCEL NEXT

vmk2

VDS_01- Ajouter et géerer des hotes

+ 15Sélectionner la tache Prét a terminer

+ 2 Sélectionner des hotes Werifiez vos sélections de paramétres avant de terminer 'assistant.
+ 3 Gérer les adaptateurs ph...

+ 4 Gérer les adaptateurs V... Nombre d'hétes gérés
) . . Hates & ajouter 2
+ 5 Migrer la mise en réseau ...

Mombre d'adaptateurs réseau pour mise a niveau
Adaptateurs physiques a
Adaptateurs WMkernel 2
réattribugs

lére étape : Comme effectué précédemment pour I’ajout de I’hote ESXiA1 nous faisons de méme
avec ’ESXiA2 et ’ESXiA3, en configurons les adaptateurs physiques aux liaisons montantes
ainsi que le Vmkernel.




8. Verification du déploiement de la configuration sur les ESXi
2 et 3.

vm vSphere Client Menu v

2 & VDS_01 ACTIONS

Résumé Surveiller Cenfigurer Autorisations Ports Hotes VM Réseaux

Nom T ~  Eat ~  Statut ~ | Cluster ~

DPortGroup_FT

DPortGroup_VMMetdl

i, esxla2 slo-exu

, I Avertissement
DPortGroup_vMotion

dh

(= vDS_01-DVUplinks-4002

D esxlad.slo-exupery.loca Connecté v Mormal

rtGroup_Mgmt

vSphere Client

Il g @ esxia2.sio-exupery.local ACTIONS v
~ [ veenter sio-exuperylocal Résumé Surveiller Configurer Autorisations VM Pools de ressources

Banques de données Réseaux *

SIO_Datacenter

Distributed Switches

Nom T ~ Type ~ Profil de ~ VM ~ Hates ~ Ve
DPontGroup_FT Groupe de ports distibués o] 3 5 ween
DPortGroup_VMNetO1 Groupe de ports distribués 1 3 ﬂ vcen
DPortGroup_vMation Groupe de ports distribués [¢] 3 G ween
dvPortGroup_Mgmt Groupe de ports distribués o] 3 G wCen
E VDS_01-DVUplinks-4 Groupe de ports de llalson montante o 3 ﬂ ween
VM N eau standard o 3 [ veen

i)

esxia2.sio-exupery.local ACTIONS v

v [ veenter.sio-exuperylocal Résumé Surveiller Configurer Autorisations WM Pools de ressources

Banques de données Réseaux --*
~ SIO_Datacenter

Dis

uted Switches

~ r'_ esxial.sio-exupery.local

1 DEEN

-«

Nom 1 ~  Version ~ Version de NIOC ~ Version de LACP ~ oW

vDS_O 700 Network /O Control ver. 3 LACP étendu [}




vim vSphere Client Menu

18] g 9 [ esxia3.sio-exuperylocal ACTIONS v
~ [l veenter sio-exuperylocal Résumé Surveiller Configurer Autorisations WM Pools de ressources Bangues de données Réseaux

~ SI0_Datacenter

w E esxial.sio-exuperylocal Réseaux Distributed Switches

5 DEEN
> exuperylocal 71'
3 Nom ~ | Type ~ | Profil de ~ | VM ~ | Hotes ~ | Ve
DPortGroup_FT Groupe de ports distribués o] 3 0 veent
DPorntGroup_VMNet01 Groupe de ports distribués 1 3 G veent
DPonGroup_vMotion Groupe de ports distribugs o] 3 [ veent
dvPortGroup_Mgmt Groupe de ports distribués 0 3 @ veent
E VDS_01-DVUpIn| Groupe de ports de llalson mantante 4] 3 ﬂ veent
) Réseau standard 0 3 [ veent

vm vSphere Client v ¢ ercher dans tous nvironnements v Adm

Admin

1] g 9 0 esxia3.sio-exuperylocal ACTIONS v
v [ veenter.sio-exuperylocal Résumeé Surveiller Configurer Autorisations VM Pools de ressources Banques de données Réseaux

~ [ SIO_Datacenter
v [G esxialsi

& peEN

Distributed Switches

Nom 1 ~ | Version ~  Wersion de NIOC ~  Version de LACP ~ oW
VDSs_01

Network |/O Control ver. 3 LACP &

du §

vim vSphere Client

v [ veentersio-exuperyloc..  Résume Surveiller Configurer Autorisations Ports Hotes VM Réseaux
v S|0_Datacenter

€ o VDS 01 ACTIONS v

Parameétres hd Filtres favoris Topologie Lite ACTIONS DE FILTRAGE
CPortGroup_FT Topologie
DPortGroup_V. LACP DPortGroup_FT ~ VDS_01-DVUplinks-4002
DPortGroup_v.. WLAN privé ID de VLAM - -- ] » EIFT (3 Adaptateurs de carte rése...
dvPortGroup_ MetElow Machines virtuelles (0) ] | > T Magmt (3 Adaptateurs de carte ré
/ — = et01 (3 Adaptateurs art
&= VDS_01-DVUp YD =) (e G e — ] > EVMNetol laptateurs de car
c = vMot: (2 Adaptateurs de t
Contrdle de santé DPortGroup_VMNetO1 b - 7 BvMotion (2 Adapiatenrs de cart

. ID de VLAN - 1
Allocation des ressources v
> Machines virtuelles (1)

Trafic systéme —

Pools de ressources réseau DPortGroup_vMotion
Définitions des alarmes ID de VLAN - — —

Machines virtuelies (0)

dvPortGroup_Mgmt
ID de VLAN - --
> Ports VMkernel (3)

Machines virtuelles (0}




vm vSphere Client Menu L echerc dans tous les pnnements . Admini

g€ o VDS_01 ACTIONS v
w5 veenter sic-exuperyloc Résumeé Surveiller Configurer Autorisations Ports Hoétes VM Réseaux

~ SIO_Datacenter
Paramétres ~

Filtres favoris Topologie Lite ACTIONS DE FILTRAGE ~

DPortGroup_FT Topologie
DPortGroup_V LACP DPortGroup_FT e v VDS_01-DVUplinks-4002 sae
DPortGroup_v. VLAN privé ID de WLAN - — ] » EJFT (3 Adaptateurs de carte rése
dvPortGroup_... NetFlow Machines virtuelles (0) ] > T Mgmt (3 Adaptateurs de carte ré
& VDS_01-DVUpIL. Mise en miroir du port | [ » E9VMNet01 (3 Adaptateurs de cart

¢ =3 vM (3 Adaptateurs de

P — DPortGroup_VMNeto . ] > EJvMotion (3 Adaptateurs de car]

ID de VLAN : -
> Machines virtuelles (1)

Allocation des ressources v

Trafic systéme

Pools de ressources réseau DPortGroup_vMotion e

Définitions des alarmes ID de VLAN

Machines virtuelles (O)

dvPortGroup_Mgmt e
ID de VLAN - —
» Ports VMkernel (3)

Machines virtuelles (O)

= VDS _01 ACTIONS v

Résume Surveiller Configurer Autorisations Ports Hotes VM Réseaux
Paramétres hd Filtres favoris Topologie Lite ACTIONS DE FILTRAGE v

Propriétés

DPortGroup_FT e v VDS_01-DVUplinks-4002 e
VLAN privé ID de VLAN : -- ] » EFT (3 Adaptateurs de carte rése..
NetFlow Machines virtuelles (O} ] » EMgmt (3 Adaptateurs de carte ré.

— \Y t 3 Adantateurs ¢ art

Mise en miroir du port [ | » ] VMNet01 (3 Adaptateurs de cart...

c I vMotion (3 Adaptateurs de carte. .
Contréle de santé DPortGroup_VMNetO1 b - i — >

. ID de VLAN © - —
Allocation des ressources v _
» Machines virtuelles (1)

Trafic systéme —

Pools de ressources réseau DPortGroup_vMotion .

Définitions des alarmes ID de VLAN

Machines virtuelles (0)

dvPortGroup_Mgmt aee
ID de VLAN : --
> Ports VMkernel (3)

Machines virtuelles (0)




= VDS 01 ACTIONS v

Résume Surveiller Configurer Autorisations Ports Hbtes VM Réseaux
Paramétres N Filtres favoris Topologie Lite ACTIONS DE FILTRAGE v

Proprigtés

Topologie

LACP & DPortGroup_FT v VDS_01-DVUplinks-4002 es

VLAN privé ID de VLAN : — ] » [EJFT (3 Adaptateurs de carte rése .

NetFlow Machines virtuelles (O) a > EMgmt (3 Adaptateurs de carte ré.

— v +07 13 Adantatenrs de cart

Mise en miroir du port — ] > EVMNet01 (2 Adaptateurs de cart...
¢ ] vMotion (3 Adaptateurs de carte...

Contréle de santé & DPortGroup_VMNetO1 b - > B e -

. ID de WLAN - —
Allocation des ressources v _
> Machines virtuelles (1)

Trafic systéme —

Pools de ressources reseau

& DPortGroup_vMotion see
Définitions des alarmes D de WLAN - -

Machines virtuelles {0}

ID de WVLAN : -
> Ports VMkernel (3)

Machines virtuelles {0}

1lére étape : Suite a un ensemble d’étapes de vérification, nous nous assurons du déploiement de la
configuration pour ’ESXiA2 et ’ESXiA3.




